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A particle has a hard life at CERN. A pro-

ton starts its journey as a hydrogen atom in

a small, common-looking red bottle the

size of a soda siphon at the head of an

imposing 80-meter linear accelerator. With

its electron stripped, electric fields acceler-

ate it to about one third of the speed of

light. It soon enters the 200-meter-diame-

ter Proton Synchrotron (PS) machine,

where further acceleration and condition-

ing take place, with other protons, as a

beam. After that, the particle is sent to a

bigger machine such as the Large Hadron

Collider or directly used in an experiment.

Normally its journey will end in a near-

speed-of-light collision with some other

unsuspecting particle. At every stage along

the way, various sensors and high-speed

data-processing engines are spying on the

proton, not least in the PS machine.

A versatile juggler of particles, the

Proton Synchrotron (Figure 1) is a key

component in the accelerator complex at

CERN, the European Organization for

Nuclear Physics in Geneva, Switzerland.

The PS machine accelerates and manipu-

lates protons or heavy ions for various

experiments. Apart from system down-

times, the PS runs continuously, operating

on a different particle beam, for the vari-

ous ongoing experiments, every 1.2 sec-

onds or so. During operation it all looks

quiet around the PS ring’s complex. All

that an observer can notice of the particle

motorway traffic within the evacuated

tubes is a loud and heavy surging buzz

from the multiple large power transform-

ers outside every 1.2 seconds as megawatts

of power surge to supply the system.

One of the many important instruments

required for this machine is the Trajectory

Measurement System. The purpose of the

TMS is to measure the track of the particles

as they race around the ring at nearly the

speed of light. There are 40 sets of metal

plate detectors spaced around the PS ring,

providing 120 analog signal channels. Each

of these signals, three per detector pickup,

generally employ a generic Linux-based

computer as the main control and data-

access module, with a number of FPGA-

based modules at the front end to do the

fast data capture and real-time processing

work. The TMS is based on that system

model. It comprises a Linux-based system

controller that provides control, data

postprocessing and external data access,

and four, eight-slot, CompactPCI rack

modules, each with a Concurrent

Technologies Intel dual-core processing

card running Linux. Within the rack

modules are specially designed, FPGA-

based, Pickup Processing Engine, or

PUPE, cards (Figure 2).

When developing such real-time sys-

tems, especially with FPGAs, it is impor-

tant to decide what work the various

system modules will handle. FPGA hard-

ware is excellent for doing simple, real-

time, repetitive things in parallel and at

relatively high speed. Software running on

a conventional processor is good for con-

trol and data access as well as flexible data

postprocessing. Getting the partitioning of

this work right, together with the protocols

used among the system’s various hardware

needs to be digitized at 125 megasamples

per second. That is an overall data rate of 15

billion samples, or 30 Gbytes of data, per

second. Due to this high data rate, there is

a need to process the data in real time, to

reduce the amount of data and pick out the

information of interest before storing it.

CERN’s scientists and engineers had

devised the basic processing algorithms

suitable for FPGA implementation. For

engineers at Alpha Data and at Beam Ltd.,

our job was to develop the idea and pro-

duce a complete working system in a rea-

sonable time frame and at reasonable cost

to do the job.

Designing the TMS
From the early stages of design, we envis-

aged a very modular system that would

provide fault tolerance and ensure easy live

maintenance. It also had to be flexible and

expandable. We took the concept of mod-

ularity down even into the FPGA fabric,

where each FPGA implements three sepa-

rate pickup-detector channel blocks.

Alpha Data and Beam have worked

jointly on a number of real-time, FPGA-

based instrumentation systems. These

Fourth Quarter 2009 Xcell Journal 23

XCEL LENCE IN AUTOMOTIVE & ISM

Figure 1 – CERN scientists accelerate and condition particles 
in the ring-shaped Proton Synchrotron.



and software modules, is essential in proj-

ects of this kind.

Communication between the TMS

modules uses Gigabit Ethernet for both

external links and internal communica-

tions between the system controller and

module controllers. The Beam Object

Access Protocol (BOAP) is a simple and

efficient protocol for this work. The BOAP

system employs quality-of-service protocols

to tighten message delivery times. We

implemented communications with the

PUPE FPGA cards as a register and shared

memory interface over a CompactPCI bus.

Along with the 120 analog channels, the

CERN PS machine produces a number of

digital system-synchronization signals. The

main one is a systemwide 10-MHz clock

that is used to synchronize the complete

system. A digital timing bus links these sig-

nals to each of the PUPE boards.

PUPE FPGA Board Design
To reduce project costs and development

time, we decided to use commercial off-

the-shelf components wherever possible.

For the Pickup Processing Engine, we ini-

tially considered using off-the-shelf FPGA

modules and A/D converter modules that

Alpha Data produces. However, in this

case, we decided instead to design and pro-

duce a custom CompactPCI board based

on an existing PMC design. The size and

performance of FPGAs had reached the

stage where one could easily support nine

ADC channels with the appropriate data-

processing algorithms. Sharing the FPGA

and associated communications hardware

among nine ADC channels allowed us to

reduce the system cost considerably, trim

the system’s physical size, more tightly cou-

ple the ADC clocking system and support

extra features. Alpha Data’s experience in

producing Xilinx FPGA boards allowed us

to produce the new PUPE board within

seven months, from conception to first

working boards.

These PUPE CompactPCI cards (des-

ignated ACP-FX-N2/125) are the heart of

the Trajectory Measurement System

(Figure 3). They utilize a Xilinx®

Virtex®-4 FX100 FPGA, 1 Gbyte of

DDR2 SDRAM and nine 125-MHz, 14-

bit ADCs. The board’s core design is

based on Alpha Data’s ADM-

XRC/FX100-10/1G FPGA PMC mod-

ule, providing a high degree of FPGA

firmware compatibility with this hard-

ware. The design employs a low-jitter,

phase-locked loop (PLL) synchronized

clock source for the ADCs. One of the

design issues was to distribute this clock

to all nine ADCs without increasing the

clock jitter appreciably. The board’s PCB

layout was also crucial to achieving high-

er performance from the A/D converters

as well as low on-board noise from the

board’s components. 

The board employs a second Xilinx

Virtex-4 LX25 device for CompactPCI

interface duties. This uses the PCI bus’
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Figure 2 – The Trajectory Measurement System

Figure 3 – Alpha Data’s Pickup Processing Engine (PUPE) board 
is based on Xilinx FPGAs.  
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FPGA firmware as developed by Alpha

Data for its existing PMC boards. The

PUPE also has two Gigabit Ethernet

PHYs with the associated RJ45 connec-

tors on the front panel, connected direct-

ly to the FPGA. The large number of I/O

pins available on the FX100 allowed us to

connect all of the ADCs and all other on-

board components directly to the FPGA

with minimal glue logic. We use quick-

switch devices for interfacing to external

5-volt digital signals.

CERN is a primarily a research institu-

tion. So throughout the TMS design

process, we tried to add features that could

be useful in the future as needs changed.

The FX100, for example, could be swapped

for an FX140 if a CERN project required

more  hardware resources. Since five PUPE

boards share the CompactPCI bus, there is a

communications limit of about 100

Mbytes/s (20 Mbytes/s per board). The

Gigabit Ethernet channels can provide up to

500 Mbytes/s, per five PUPE modules, for

future needs. The PUPE is thus capable of

employing the internal PowerPC processors

with the Gigabit Ethernet interfaces to run a

local Linux control process if required.

Design and development of the PUPE

progressed relatively smoothly, with only a

few minor issues to sort out before the

first production board run. The on-board

JTAG chain and ChipScope™ interface

helped enormously with initial board

debugging, allowing us to configure the

FPGA fabric for test purposes (Figure 4).

PUPE Firmware
The PUPE FPGA firmware is written in

VHDL. We used the ISE® 9.2 tool set for

development purposes. It was helpful using

a readily available development package;

CERN was using this same tool set, so we

could exchange FPGA firmware designs

relatively easily without the necessary

changes for different vendors’ tools. We

also used Alpha Data's standard SDK to

simplify development and deployment.

The design makes use of a number of

key core modules that we had developed

for other projects. The use of these stan-

dard, proven cores helped us to produce

the FPGA firmware within the project time

scale with relative ease. The most difficult

and complex block is the SDRAM access

block. This has a time-shared, dual-port

access scheme so that the host computer

can read the acquired data while it is being

captured in real time. This block caused us

the most issues during development, main-

ly due to the tight timing requirements,

and thus increased code compilation times.

Thankfully, our modular approach helped

out here, allowing us to develop and test

the firmware using just one of the three

pickup channels. This reduced compilation

times significantly, with the lower gate

count used, and thus improved the rate of

firmware development.

We implemented the interface to the

host computer as a register plus shared

memory interface. The firmware imple-

ments a set of state machines that are soft-

ware programmable to carry out most of

the data-capture and data-processing func-
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Figure 4 – The PUPE Board Structure 

The core module is the particle beam synchronized phase-locked

loop. The FPGA allowed us to implement this real-time

structure together with the DSP processing algorithms

side-by-side in the same chip rather than in dedicated hardware.



tions with minimal host software interac-

tion. The FPGA hardware can thus be

programmed to implement the appropri-

ate real-time data capture and data pro-

cessing for the PS machine’s cycle.

The core module is the particle beam

synchronized phase-locked loop. This

structure allows the processing algorithms

to synchronize to the incoming analog

beam signals. Implementing this real-

time structure would have probably

required dedicated hardware. The FPGA

allowed us to implement it together with

the DSP processing algorithms side-by-

side in the same chip.

The firmware design called for a num-

ber of clock domains. The ADC clock,

the PCI bus clock, the external system

clock as well as the lower-level clocks

were all needed. The Virtex-4’s DLLs and

clock structure handle the requirements

admirably.

We developed the firmware in parallel

with the hardware and system software,

using Alpha Data’s FPGA boards as a test

and development platform prior to hav-

ing the real hardware available. This

helped to tighten up the project develop-

ment cycle and ensured that any prospec-

tive issues emerged at an early stage.

The FPGA utilization was about 75

percent. During development we were

conscious of and targeted the power levels

the system would use. One thing we

noticed, during development, was the

need to turn off the “keep alive” for the

Multi-Gigabit Transceivers. This saved

7.5 watts of power usage by each FPGA.

TMS System and Software
We used a reduced but standard Fedora

Core 6 Linux distribution for the system

controller and our own simplified Busybox-

based Linux system for each of the three

module controllers. The open-source nature

of Linux, as well as its stability, is a real

boon when used in scientific research. The

real-time software we developed provides

control, data postprocessing and access, sys-

tem monitoring and test.

The FPGA’s firmware bit file resides on

the system controller and is downloaded to

the FPGAs on initialization. This method

makes it easy to test out and use different

processing algorithms within the FPGAs.

We built test blocks into the FPGA

firmware and system software. This

allowed testing of the system during

development when there were no ADCs

available, and later when system testing.

(It is difficult to find an old Proton

Synchrotron lying around for test purpos-

es!) Again, the FPGA helped enormously

here. We could easily add test hooks and

module emulation hardware within the

FPGA that could be switched in and out

under system control or just included

during development. In fact, the PUPE

firmware has a complete data and logic

analyzer built in to aid with diagnostics in

the running system.

FPGAs in Use
In scientific research projects like this one,

FPGAs really do excel. The nature of scien-

tific work entails a degree of algorithm

development as ideas and experiments

change. The use of an FPGA makes it easy

to tightly integrate parallel DSP functions

together with digital PLL, logic state

machines and other structures into one chip.

The programmable nature of the FPGA

allows the engineers to modify the fast real-

time data-processing algorithms as required

to meet the needs of the experiments. In our

case, it also made the overall TMS and

PUPE board itself quite flexible and suitable

for many other application areas.

The resulting power usage of the com-

plete system is around 700 W in full use

(one system controller, three Linux module

controllers and 15 PUPE boards). Each

PUPE board takes about 35 W—a very

reasonable figure considering the process-

ing work involved.

The TMS is now in use at CERN. It is

providing more detailed and complete infor-

mation on the trajectory of the particle

beams, giving CERN scientists more valu-

able data in their never-ending search to dis-

cover the workings of the universe we live in.

More information on this system is

available at http://portal.beam.ltd.uk/

support/cern. Alpha Data’s FPGA product

range is detailed at http://www.

alpha-data.com/product_comp.php.
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